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Abstract

Urban areas with larger and more connected populations offer an auspicious environment for contagion processes such as the spread of pathogens. Empirical evidence reveals a systematic increase in the rates of certain sexually transmitted diseases (STDs) with larger urban population size. However, the main drivers of these systemic infection patterns are still not well understood, and rampant urbanization rates worldwide makes it critical to advance our understanding on this front. Using confirmed-cases data for three STDs in US metropolitan areas, we investigate the scaling patterns of infectious disease incidence in urban areas. The most salient features of these patterns are that, on average, the incidence of infectious diseases that transmit with less ease—either because of a lower inherent transmissibility or due to a less suitable environment for transmission—scale more steeply with population size, are less predictable across time and more variable across cities of similar size. These features are explained, first, using a simple mathematical model of contagion, and then through the lens of a new theory of urban scaling. These theoretical frameworks help us reveal the links between the factors that determine the transmissibility of infectious diseases and the properties of their scaling patterns across cities.
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1 Introduction

Urban populations throughout the world are growing rapidly, with predictions indicating that by mid-century over 60% of the population will live in urban areas [40]. This explosion of urban dwellers makes it paramount to decipher how this urbanization transition can be sustainable and beneficial at a global scale. Crucial to this enterprise is to improve our understanding of how infectious diseases spread and evolve in cities, as well as the overall public-health implications of rampant urbanization [1–4,12,17,18,22,32,35,54].

By their nature, cities foster large populations living in high proximity, leading to high levels of human interaction and circulation. Cities are thus suitable landscapes for pathogens to disseminate locally and internationally [1, 6, 11, 39]. Today, the rapid urban population growth and density in developing countries, combined with poor living conditions and a precarious public health infrastructure, offer a particularly favorable landscape for the spread of certain infectious diseases.

Increased population density and urbanization may have played a critical role in the worldwide dissemination of HIV [5, 12, 45], the worsening of epidemics of major respiratory viruses (e.g., Influenza, RSV) [20], as well as the incidence of tuberculosis [12,35,51]. Moreover, the rates of STDs are, on average, higher in urban areas as compared to the national rates in the U.S [43]. Socio-economic factors such as education, healthcare accessibility, income and social inequalities have been identified as relevant to the spread of STDs, but causal links are difficult to establish [13–15,28,43,50].

Some of the efforts trying to provide a mechanistic understanding of the dynamics of infectious diseases in cities have focused on a particular disease in one city at a time [1, 19, 36]. However, this approach can often lead to models that are context (city/region) specific and too mathematically complex to tease out generalizable insights. Here, we present some empirical observations and analytical arguments that hold promise for a generalizable understanding of the consequences of urbanization on the spread of diseases.

2 Empirical findings

Focusing on confirmed case-data for chlamydia, gonorrhea and syphilis from 2007 to 2011 [16], we previously performed a cross-sectional analysis of disease incidence in Metropolitan Statistical Areas (MSAs) of the U.S. and identified interesting statistical patterns at a systemic level [43]. The results, depicted in Figure 1, suggested that the per-capita incidence of these STDs increases systematically with the population size of MSAs, even after controlling for important socio-economic covariates. In addition, we identified significant differences in the scaling patterns of these three STDs. Similar findings were recently reported regarding infectious diseases such as HIV, Influenza and Meningitis in Brazil [46]. However, the main drivers of these systemic infection patterns are still not well understood.

Identifying these drivers is important to, for instance, help us understand to what extent the high incidence of an infectious disease in a city is due to a suitable environment (poor public health infrastructure), or the specific characteristics of the disease (asymptomaticity), or the behaviors of its residents (high frequency of personal interactions).
Figure 1. Scaling of chlamydia, gonorrhea and syphilis incidence with MSA population with Negative Binomial regression lines using model (2). The \( \hat{\alpha} \) estimates represent the slopes of the regressed lines. An estimate greater than 1 suggest a superscaling pattern.

2.1 Extended Statistical Model

Do the scaling features of STDs depend on what “type” of MSAs we focus on? To address this question we investigate in more detail how the associations of urban population size and the transmission dynamics of infectious diseases depend on properties of the disease and on the socio-economic context of the populations in which they spread. This in turn will shed light on the potential drivers of the scaling patterns of STDs.

To that end, we introduce an extension of the classical statistical framework in [5,43]. Briefly, this classical framework posits that \( Y \), an urban metric, and \( N \), the population size of an urban area, satisfy the scaling relationship:

\[
E[Y|N_i] = Y_0 N_i^\alpha.
\]  

(1)

The subscript indexes a city or urban population, \( Y_0 \) is a baseline value for \( Y \), and the scaling exponent \( \alpha \) measures the average relative change in \( Y \) with respect to \( N \). The scaling relationship in Eq. (1) can be transformed to:

\[
\log(E[Y|N_i]) = \log(Y_0) + \alpha \log(N_i),
\]  

(2)

from which empirical regularities can then be investigated by estimating the scaling exponent \( \alpha \) and the baseline prevalence, \( Y_0 \). Using (1) it is easy to show that when \( \alpha > 1 \) (superscaling),
the expected incidence rate given by $Y/N = Y_0 N^{\alpha-1}$ is an increasing function of $N$. In other words, when the scaling relation is superlinear, infection rates increase with population size.

To better understand how socioeconomic properties can impact the scaling profiles for each disease, and thus the nature of the scaling patterns and its drivers, we explore the potential effects of certain economic and demographic factors in the scaling patterns (i.e., as effect modifiers of $\alpha$ and $Y_0$).

Hence, we modify the original scaling model in (1) and test whether or not the scaling exponent $\alpha$, as well as the intercept $Y_0$, depend on the values of the socio-economic covariates. The modified model is given by:

$$E[Y|N_i] = Y_{0j} e^{\xi_j X_{ij} N_i^{\alpha_{0j} + \alpha_{1j} X_{ij}}} \tag{3}$$

where, as before, $Y$ is the incidence of cases in a given MSA with population size $N_i$, and $X_{ij}$ is the value of the covariate $j$ in MSA $i$, with corresponding coefficients $\alpha_{0j}$ and $\alpha_{1j}$ (for the exponent), and $\xi_j$ (for the intercept). The six covariates we explore here are: % African American, Gini index, % Poor, education index, income per-capita, and % insured. The choice of these particular socio-economic covariates reflects what previous studies have found to be key factors in the spread of STDs [15,28,37,43,50].

The modifications in the scaling equation (3) affect both the intercept, $Y_{0j}^{all} = Y_{0j} e^{\xi_j X_{ij}}$, and the scaling exponent $\alpha_{all} = \alpha_{0j} + \alpha_{1j} X_{ij}$. To see this more clearly, taking logarithm in both sides of (3) yields

$$\log(E[Y|N_i]) = (\log(Y_{0j}) + \xi_j X_{ij}) + (\alpha_{0j} + \alpha_{1j} X_{ij}) \log(N_i) + \epsilon_i. \tag{4}$$

Given that we are dealing with an overdispersed count variable, we regress model (2) and (4) using Negative Binomial regression [29] (see [43] for details).

Using model (2) we obtain $\alpha > 1$ for all three STDs, indicating that the rates of STDs appear to increase in a systematic way with population size (superlinear scaling), as shown in Figure 1 and in Table 1.

<table>
<thead>
<tr>
<th>Covariates</th>
<th>Chlamydia</th>
<th>Gonorrhea</th>
<th>Syphilis</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>1.04</td>
<td>1.10</td>
<td>1.29</td>
</tr>
<tr>
<td>(SE)</td>
<td>(0.019)</td>
<td>(0.040)</td>
<td>(0.051)</td>
</tr>
<tr>
<td>$\log(Y_0)$</td>
<td>-1.94</td>
<td>-2.84</td>
<td>-5.46</td>
</tr>
<tr>
<td>(SE)</td>
<td>(0.105)</td>
<td>(0.219)</td>
<td>(0.280)</td>
</tr>
<tr>
<td>Observations</td>
<td>364</td>
<td>364</td>
<td>364</td>
</tr>
</tbody>
</table>

Table 1. Negative Binomial regression results in the four infectious diseases using model (2).

Before delving into the results from the extended model, the six covariates explored here can be broadly categorized, based on their correlation with STD per-capita rates (see Table 2): as positively correlated (% African American, Gini index and % Poor) and negatively correlated (Education index, Income per-capita, and % Insured). For example, a city with a larger proportion of poor residents is expected, on average, to suffer from larger prevalence of certain STDs.
whereas a city with a higher proportion of insured residents is, on average, better equipped to contain the spread of STDs. Note that these observations are based on correlations rather than on causal relations.

<table>
<thead>
<tr>
<th>Covariates</th>
<th>Chlamydia</th>
<th>Gonorrhea</th>
<th>Syphilis</th>
</tr>
</thead>
<tbody>
<tr>
<td>% African American</td>
<td>0.74</td>
<td>0.85</td>
<td>0.58</td>
</tr>
<tr>
<td>Gini index</td>
<td>0.25</td>
<td>0.28</td>
<td>0.31</td>
</tr>
<tr>
<td>% Poor</td>
<td>0.37</td>
<td>0.31</td>
<td>0.17</td>
</tr>
<tr>
<td>Education index</td>
<td>-0.16</td>
<td>-0.12</td>
<td>-0.06</td>
</tr>
<tr>
<td>Income per-capita</td>
<td>-0.20</td>
<td>-0.17</td>
<td>0.01</td>
</tr>
<tr>
<td>% Insured</td>
<td>-0.15</td>
<td>-0.10</td>
<td>-0.18</td>
</tr>
</tbody>
</table>

**Table 2.** Pearson correlation coefficients corresponding to each covariate with per-capita incidence (incidence/population) across cities. The first three covariates are positively correlated with per-capita incidence rates, whereas the last three are negatively correlated with per-capita incidence rates (except for the case of income and syphilis where the correlation is positive but very low).

Table 3 shows the results of the extended model in (4) that accounts for interaction terms for each of the covariates separately (i.e., one covariate at a time). Of particular interest, are the estimates for $\alpha_1$ and $\xi$, which represent the effect that each covariate has, respectively, on the baseline prevalence and scaling exponent of the scaling relationships of each STD. Table 3 indicates that, overall, the positively correlated covariates are found to reduce the scaling exponent (i.e., negative $\hat{\alpha}_1$) while increasing the baseline prevalence (i.e., positive $\hat{\xi}$), whereas the negatively correlated covariates are found to increase the scaling exponent and decrease the baseline prevalence. For the covariate % Poor, for example, this pattern can be interpreted as: everything else equal, 1) the relative effect of population size on the number of STD cases is lower in MSAs with a high percentage of poor residents, and 2) MSAs with a high percentage of poor residents have larger baseline rates of STDs. That larger levels of the positively correlated covariates lead to higher levels of baseline prevalence is not surprising; however, that these larger levels are also associated with lower scaling exponents is not necessarily an intuitive result, nor is it one that can be fully or mechanistically understood using this statistical modeling approach.

The empirical findings paint a picture in which: i) different STDs feature significantly different scaling patterns (Figure 1 and Table 1), and ii) the scaling features of STDs depend, on a systematic way, on the socioeconomic properties of the cities they spread in (Table 3). In what follows, we provide interpretations for these observations using a mathematical epidemiological mode and a novel theory of scaling.

### 3 Explaining the scaling patterns

Overall, population size has an enabling effect in the spread of STDs (at least the ones studied here). However, the scaling patterns for each STD differ in three important aspects. First, the scaling exponents are different [43]. Second, the log of the intercepts, $\log(Y_0)$, are also significantly different. And third, when comparing chlamydia, gonorrhea and syphilis the variance of the incidence given population size also differs significantly, with chlamydia having the least
Table 3. Negative Binomial regression results for all STDs using model (4). In parenthesis are the p-values testing the null that \( \alpha_i = 0 \) and \( \xi = 0 \). The AIC diff measures the difference in AIC between a model that only includes the population size as a predictor and a model also including the respective socio-economic covariate; a large positive difference indicates that the model with the added covariate is better at predicting the response variable but yet parsimonious.
To better make sense of the differences in the scaling patterns of STDs noted above, we focus on the intrinsic transmission capacity of these STDs, and note that symptomatology and inherent infectivity are key factors in the overall transmissibility of these pathogens. Chlamydia, having a high infection risk per sexual act and being relatively asymptomatic (i.e., difficult to detect and prevent), features an advantageous combination of traits that makes it the most most transmissible of the four STDs studied herein. Syphilis, on the opposite end, has low infectiousness and is the most symptomatic of the four STDs. As a result, chlamydia is accountable for a larger number of infections as compared to less transmissible ones, such as syphilis and HIV. Presumably, these two propagate largely through high-risk (core) sexual networks [26] where individuals engage in riskier sexual practices.

Meanwhile, the associations of incidence with population size (quantified by $\alpha$) decrease as STDs increase their transmissibility and prevalence. Therefore, the scaling analysis indicates that population size is more associated with the spreading capacity of STDs that transmit less readily. According to this view, population size enables STD transmission, and more so for STDs that transmit with less ease. This means that the probability of contagion of low transmissibility diseases, like syphilis, are heavily dependent on the characteristics of the environment through which they can spread. This in turn implies that the probability syphilis has for spreading should be very sensitive to the connectivity patterns in a city, which is in turn a function of population size. Not surprisingly, STDs that transmit more easily are more prevalent and therefore are expected to have a higher intercept, thus the negative correlation between scaling exponents and intercepts. Moreover, we expect that diseases that inherently transmit with more difficulty, such as syphilis, will experience more frequent die-outs (especially in smaller cities) and prevalence levels will also be subject to higher levels of variation due to larger stochastic effects on the spreading dynamics of the disease.

Furthermore, Table 3 suggest that the socio-economic landscape in which STDs spread also affects the scaling patterns we infer. In fact, in environments that are more auspicious for STD transmission, the scaling exponents (intercepts) tend to be lower (higher).

Consequently, we can hypothesize that the lower (higher) the transmission potential of a disease, due to its inherent transmissibility capacity or due to a less auspicious environment, then: 1) the more (less) its transmissibility appears to be contingent on population size, 2) the lower (higher) its overall incidence, and 3) the larger (lower) its variation in incidence. These inferences, although sensible and intuitive, were deduced from the statistical patterns of three STDs, and it is therefore reasonable to be skeptical of their validity for other STDs, let along other infectious diseases or other contagion processes. To test these hypotheses we turn to, first, a mathematical models of infection, that informed by the empirical evidence in [49,52], can help us study the effect of specific mechanistic pathways. Second, we provide an alternative yet related explanation to these observations through the prism of new theory of urban scaling.
3.1 Mathematical epidemiological models

3.1.1 Deterministic model

The SIS (Susceptible-Infected-Susceptible) epidemic model is widely used to study the dynamics of sexually transmitted diseases in homogeneously [31] and heterogeneously mixed populations, [7, 8, 33]. It is a simplified representation of an endemic disease with no lasting immunity. Therefore, this modeling approach, albeit simple, could be suitable for explaining some of the scaling patterns observed in the data of bacterial STDs.

In this framework, individuals are classified based on their infectious status as susceptible (S) or infected (I). Individuals become infected at rate $\beta$ and recover at rate $\gamma$, where $1/\gamma$ is the expected time to recover. The transmission rate is defined as the per-capita contact rate, $c$, multiplied by the probability a contact with an infectious individual leads to an infection, $p$. That is $\beta = c \times p$. Intuitively, it is clear that the number of contacts experienced by a random individual in a population depends on the size of the population, $N = S + I$, and presumably, $c$ should increase with population size [47].

Without making any assumptions about the functionality of $\beta(N) = c(N) \times p$, and considering a relatively short modeling time frame (so that we can neglect demographic aspects such as births and deaths), the system describing the disease dynamics is:

$$\frac{dS}{dt} = -\beta(N)SI/N + \gamma I$$
$$\frac{dI}{dt} = \beta(N)SI/N - \gamma I.$$ 

(5)

(6)

This system has a basic reproductive number [10] given by $R_0(N) = \beta(N)/\gamma$, and the endemic equilibrium can be found by solving $dI/dt = 0$, yielding

$$I^*(N) = N[1 - 1/R_0(N)].$$

(7)

In the simplest case, we can assume that $c$ is constant, and therefore $R_0(N) = R_0$ (often suitable when $N \rightarrow \infty$). In this scenario, $I^*(N)$ is a linear function of $N$; hence that assumption does not lead to superlinear scaling.

Building upon the empirical evidence that indicates that social connectivity scales superlinearly with population size [49, 52], we can assume that the average number of contacts per individual, $\langle c \rangle$ also scales with population size as $\langle c \rangle \sim N^\psi$, $0 < \psi < 1$, and the empirical estimations of $\psi$ fluctuate around 0.15 (0.11 to 0.2) depending on level of aggregation and country.

Postulating that the contact rate, $c(N)$, is a function of population size given by

$$c(N) = bN^a$$

(8)

where $a$ and $b$ are positive constants. The expression of the transmission rate, $\beta(N) = c(N) \times p$, has one component which is affected by population size, i.e., $c(N)$, and $p$, which depends on the intrinsic transmissibility of the disease but also on sexual behaviors (e.g., use of condoms)\footnote{Noteworthy, the baseline parameter $b$ can be a function of socio-economic conditions. For example, cities with a large fraction of high-risk individuals (i.e., individuals with a large number of sexual partners) would feature}.
Substituting expression (8) in expression (7) yields

\[ I^*(N) = N \left[ 1 - \frac{1}{\frac{pb}{\gamma} N^a} \right]. \]  

(9)

To understand the impact of the different parameters (i.e., \( p, b, \gamma \)) on the scaling of disease prevalence with population size, we first need to rewrite expression (9) in terms of \( \log(I^*) \) and \( \log(N) \). Taking logs on both sides of (9) and after some transformations we obtain

\[ \log(I^*) = \log(N) + \log \left( 1 - \frac{e^{-a \log(N)}}{\frac{pb}{\gamma}} \right). \]  

(10)

Taking partial derivatives in (10) results in

\[ \frac{\partial \log(I^*)}{\partial \log(N)} = 1 + \frac{a}{\frac{pb}{\gamma} e^{a \log(N)} - 1} = 1 + \frac{a}{R_0(N) - 1} \]  

(11)

In cases where the disease can actually spread, that is, if \( R_0 > 1 \), the denominator in (11) is positive and so the derivative is larger than 1, which is indicative of the superscaling of incidence. To see this, note that based on equation (2), the derivative \( \frac{\partial \log(Y)}{\partial \log(N)} = \alpha \), which in combination with (11) renders the following relation:

\[ \alpha = 1 + \frac{a}{R_0(N) - 1}. \]  

(12)

From this expression we see that when \( a = 0 \) (that is, when the contact rate does not increase with population size), the scaling exponent becomes 1 (linear).

Expression (12) allows us to determine the effect of the different parameters in the scaling properties of disease prevalence. As \( R_0(N) = \frac{pb}{\gamma} N^a \) increases the effect of population size on the scaling of prevalence is reduced. In other words, if the disease becomes more transmissible—either due to becoming more infectious (larger \( p \)), or due to becoming harder to detect and treat (larger \( 1/\gamma \)), or due to sexual behaviors changing as to increase the rate of sexual contacts in the population (larger \( b \))—then the effect of population size in the contagion process is diminished. Conversely, as the disease becomes less transmissible, the effect of population size in contagion increments.

Moreover, the observation that larger scaling exponents correlate with lower intercepts (i.e., prevalence) can also be explained by differences in transmissibility of the STDs (\( p \)) combined with a larger \( b \). Also, since the mode of transmission of the disease (e.g., sexual, airborne) is crucial in defining what constitutes a contact, this can also affect the value of \( b \). Additionally, we note that the socio-economic context can affect not only the infection risk \( p \) (e.g., via better sex education and easy access to condoms), but it can also affect the recovery rate parameter \( \gamma \). For instance, higher income is associated with better access to health care and treatment, both of which are critical in determining the speed of recovery. Thus, improved socio-economic conditions can reduce \( 1/\gamma \).

\(^2\) If we assume that the system under study has reached its equilibrium, then the cumulative incidence from time \( \tau_1 \) to \( \tau_2 \) is equal to prevalence \( I^* \) times a constant. More specifically, \( \text{Incidence}(\tau_1, \tau_2) = \gamma(\tau_2 - \tau_1) I^* \). Hence, at equilibrium the scaling properties of prevalence and incidence are equivalent.
with increased connectivity in larger populations (expression (8)). That is, as $R_0$ increases, the corresponding values of $\alpha$ decrease while the prevalence increases (see (7)).

To visualize these findings, Figure 2 shows the plot of three curves corresponding to three diseases with different infectiousness $p$. From the figure we can readily observe that the effect of population size on prevalence decreases as $p$ increases, while the prevalence levels increases with $p$.

![Figure 2](image)

**Figure 2.** Disease prevalence versus population size, for different intrinsic transmissibility values ($p$). As $p$ increases, the marginal effect of the population size decreases (i.e., lower scaling exponent). Other parameters: $a = 0.15, b = 0.5, \gamma = 1/10$. Note the similarity with left panel in Figure 1.

Finally, note that expression (12) indicates that the derivative $\frac{\partial \log(I^*)}{\partial \log(N)}$ depends on $N$, unlike the case in (2) where $\alpha$, by design, is not a function of $N$. However, as Figure 3 shows, fitting a smooth function (i.e., loess regression, a non-parametric method that is in principle agnostic to the shape of the data) to the log of the incidence versus log of the population (instead of a straight line) reveals that the relationship between of the log incidence and log population is only linear for relatively high populations, with a non-linear decaying for lower populations. Remarkably, using a simple SIS model this is precisely the behavior we obtain. Moreover, this behavior at low population sizes implies that changes in the environment can have a relatively large impact in small populations.

### 3.1.2 Stochastic model of contagion

A key distinction between Figures 2 and 3 is the substantial variation seen in the empirical data versus the lack of it seen in the simulations from the deterministic model. The reason is that the process of disease transmission is inherently stochastic rather than deterministic. Hence, we
now explore a stochastic version of the SIS model presented in the previous section. This will allow us to test whether diseases that transmit with less ease will also feature higher levels of variation at a given population size, as seen in the data.

In this scenario, we again assume that the contact rate $c$ increases with population size as $c = bN^a$, the transmission rate is given by $\beta = pc$, where $p$ is the per-contact infection risk and $c$ is the number of contacts per unit time. The probability a susceptible individual becomes infected between time $t$ and $t + dt$ is given by

$$P_I(t) = 1 - \exp[-\beta I(t) dt] = 1 - \exp[-pbN^a I(t) dt],$$

(13)

where $I(t)$ is the number of infected individuals in the population at time $t$, and $N$, the population size.

### 3.1.3 Simulations

Figure 4 shows the results of the SIS stochastic simulations. It shows a similar pattern to that of the empirical data in Figure 3 and the deterministic SIS in Figure 2. Again, as the transmission rate increases, the scaling patterns become more linear, with a higher scaling exponent. Moreover, we also see in the figure that larger transmission rate are associated with lower variability, as seen in the empirical data. However, the variability in the simulations is considerably less.

This stochastic model helps characterize, for a given phenomenon, the range of variation due to pure randomness. In other words, when one wonders whether a city has an unusually
high incidence by pure bad luck, one wants to have an expectation for how (un)lucky can a city get. This stochastic version of the model suggests that the wide variation in the data is not simply pure randomness, but rather that the variation itself has a structural origin, which can be understood from the lense of this SIS model.

### 3.2 New scaling theory

We recently introduced a novel theory of urban scaling to explain the differences in, and relationships between, prevalence, scaling exponents, and cross-sectional variance of not only the incidence of STDs, but of a wide and diverse set of urban phenomena (e.g., education, employment, innovation and crime) \[21\]. This was achieved by elegantly coupling ideas from the fields of economic complexity (i.e., any given social phenomenon can only occur if a number of different, but complementary, factors are simultaneously present) \[23, 27\] and cultural evolution (i.e., the diversity of factors grows logarithmically with population size) \[24, 25\]. The main results can be summed up as: compared to a less complex phenomenon, a more complex phenomenon is expected to be less prevalent (rarer), scale more steeply with population size (more super-linear), and show larger variance across cities of similar size (noisier). See Fig 5 for a depiction of these observations, and Figure 1 of reference \[21\] for more empirical examples.

A key conceptual contribution of this theory is giving center stage to the notion of “complexity” in order to shed light on our understanding of the scaling patterns of a myriad urban phenomena. Specifically, we posit that, to better understand these patterns, we should focus
on the fact that social phenomena are the result of multiple elements (e.g., material, social or biological) co-occurring in a social environment following a specific “recipe”. A ‘complex phenomena’ in this setting is one that, in order to occur, requires the presence of a large number of complementary factors; or put differently, compared to a less complex one, a more complex phenomenon has a lower probability of occurrence. Importantly, as we will see below, the complexity of a phenomenon is determined by 1) its inherent difficulty (e.g., disease transmissibility in the context of STDs), 2) the social fabric (e.g., network of interactions between individuals) in which the phenomenon occurs/spreads and 3) the capacity of the individuals involved to contribute to the occurrence of the phenomenon (e.g., awareness and exercising of methods to prevent the spread of infections).

![Figure 5](image.png)

**Figure 5.** Depiction of the scaling patterns of two different urban phenomena. Compared to the less complex phenomenon (in orange), the more complex phenomenon (blue) scales more steeply with population size (larger slope), features larger average prevalence (solid line) and larger variance across cities of similar size (wider bands).

### 3.2.1 The three facets of complexity

A central mathematical relation of the theory derived in [21] states that:

\[ E[Y_{c,f}] = N_c e^{-M_f q(1-r_c)} \] (14)

where \( E[Y_{c,f}] \) is the expected number of individuals engaged to a given phenomena \( f \) (e.g., becoming infected with syphilis) in a city of population size \( N_c \). The parameter \( M_f \) is the
number of necessary elements a given urban activity (e.g., transmission of an infectious disease) needs in order to occur. The parameter $q$ is the probability any given individual needs any of the $M_f$ elements to be counted in said activity and it is associated with the lack of susceptibility of individuals (e.g., to become infected). Lastly, $r_c$ represents the diversity of elements city $c$, with size $N_c$, provides and, more precisely, it is the probability that an individual encounters any given element while living in the city. Thus, $r_c$ quantifies the size of the social, economic, and cultural repertoire that is available in a city and to which individuals are exposed to.

The link between Equation (14) and the power-law expression in Equation (1) emerges when $r_c$ grows logarithmically with population size as $r_c(N_c) = a + b \ln(N_c)$. This logarithmic scaling of urban diversity, we posit, is a result that emerges from a selection and cumulative process of cultural evolution [24,25]. Substituting this functional form in Equation (14) yields:

$$E[Y_{c,f}] = e^{-M_f q(1-a)} N_c^{M_f q b + 1}.$$  (15)

Comparing expression (15) with the standard scaling model, $Y = Y_0 N^\beta$, the baseline prevalence $Y_0$ is given by $e^{-M_f q(1-a)}$, the scaling exponent $\beta$ by $M_f q b + 1$ (see [21] for more details). Note also the interesting similarities between expression (15) and the statistical model in (3).

The exponent in (14) has three terms that are proportionately related to the complexity of the phenomenon or activity, in the sense that increasing any of the terms decreases the probability that any given individual is engaged in said phenomenon:

- 1) the inherent complexity of the phenomenon, which is represented by $M_f$
- 2) the lack of susceptibility of individuals to be engaged with the phenomenon, represented by $q$
- 3) the unsuitability of the system/environment for the phenomenon to occur, given by $1 - r_c$.

### 3.2.2 Case example: scaling of two sexually transmitted diseases

Here we illustrate these concepts and the link of this theory to the empirical evidence discussed above regarding syphilis and chlamydia. Fig[6] left panel, displays the three hallmarks described above: compared to syphilis, chlamydia has higher prevalence, lower scaling exponents ($\beta$) and lower variability. We hypothesize that a key driver of the diverging scaling patterns of these two STDs is the difference in their inherent transmissibility. Chlamydia is more infectious and less symptomatic than syphilis, hence the spreading capacity of chlamydia is considerably higher than that of syphilis. This observation is consistent with our theory once we make the connection between complexity and (lack of) transmissibility. Syphilis is more complex than chlamydia in the sense that syphilis requires more elements ($M$ in the model) to be transmitted than chlamydia does. For example, given its lower infectiousness per sexual contact compared to chlamydia, syphilis requires, on average, more sexual interactions for a transmission event to occur; and since it is more symptomatic, it requires for people to be more negligent about their sexual behavior and health.

The right panel of Fig[6] shows how the scaling properties of syphilis and chlamydia are not only disease-dependent, but also context-dependent (note that Fig[6] represents a visual
confirmation of the observations derived from the results in Table 3. In this example, the “context” is determined by the level of income inequality measured by the gini coefficient. Focusing on the case of syphilis, the prevalence of syphilis is higher while its scaling exponent and variability are lower in cities with higher levels of income inequality (i.e., cities belonging to the two highest quintiles with respect to their gini coefficients) than in cities with lower levels of income inequality (i.e., cities belonging to the two lowest quintiles). Similar divergent patterns are observed if cities are instead categorized by the other covariates presented in the previous section. All of these metrics are a (partial) reflection of socio-economic aspects that affect the properties of the sexual networks on which the disease is spreading, and the right panel of Fig 6 shows that the incidence of syphilis is higher, with a lower scaling exponent and variability, in a more enabling system. In the terminology of our theory, the scaling of syphilis depends on the suitability of the system ($r_c$ in the model) to spread it.

In sum, the left panel of Fig 6 shows how, everything else constant (e.g., system propensity), a difference in the inherent complexity of two phenomena (e.g., disease transmissibility) can affect, in very specific ways, how these phenomena scale and vary with population size. The right panel demonstrates that, controlling for the inherent complexity of the phenomenon, the propensity of the environment (e.g., level of income inequality) determine similarly the scaling patterns of said phenomenon. Moreover, for relatively less complex phenomena, like becoming infected with chlamydia, the effect of the system suitability (in this case, the propensity of the system to facilitate the spread of chlamydia) on the scaling pattern is more limited, as it is demonstrated by the more similar patterns of chlamydia in cities with large and small levels of
income inequality.

Unfortunately this data does not contain information at the individual level, therefore we cannot use it to test one of the predictions of our theory, namely, that the susceptibility of individuals has an effect on the scaling patterns similar to that of the inherent transmissibility and system’s propensity.

This model is in line with the previous framework (epidemiological model). It states that the three aspects driving the incidence of a disease (inherent complexity, system propensity and individual susceptibility) are not independent from one another, but rather intertwined in potentially convoluted ways. For example, the propensity of a city to the spread of an STD is tightly linked to how susceptible its inhabitants are, which also affects the person-to-person transmissibility of the disease. However, this example also demonstrates that decomposing complexity into these three components is very useful in advancing our understanding the drivers of scaling patterns.

3.2.3 Complexity and predictability of phenomena

A recent work by Scarpino et al. [48] on the predictability of infectious diseases, indicates that the time series of diseases with lower $R_0$ (i.e., lower infection potential) are, on average, harder to predict. Moreover, the authors showed that diseases that spread in networks with topologies that are less conducive to disease spread are also less predictable. These findings make sense intuitively given that rarer events are typically more difficult to predict. Interestingly, these findings are connected to the insights put forth in this paper.

To elucidate the connection we need to note three other links. First, predictability, as defined in [48] (using permutation entropy as a model independent measure of predictability), is related to Kolmogorov complexity [44], which is the length of the shortest computer program that produces the object (phenomenon) in question. Second, in our framework, more complex phenomena are, by definition, those with more necessary elements for the phenomena to occur. Lastly, more complex phenomena feature more cross-sectional variability and, consequently, the occurrence of more complex phenomena are more difficult to predict, which closes the explanatory loop with the findings in [48]. It is also interesting to note how the cross-sectional variability of disease spread is lower both when diseases have lower infection capacity (intrinsic property of the phenomenon) and when diseases spread in less conducive environments (e.g., social networks), which is nicely tied in to how we decomposed the concept of complexity herein.

The intrinsic complexity of a disease not only affects the cross-sectional (i.e., in cities of a given population size) predictability of the disease spreading process, but also its predictability in time (i.e., a given disease in a city). To show this, we use permutation entropy, akin to [48], to measure the predictability (defined as 1-permutation entropy) of infection time series for the three STDs in the dataset.

As a complementary way to measure the variability of the time series of the three diseases across cities, we also computed the coefficient of variation (COV=standard deviation/mean) of each disease in each city.

Figure 7 shows the distributions of predictabilities (left panel) and COV (right panel) for each disease across cities. These figures show that for diseases with lower infection capacity (e.g., syphilis), the time series predictability of the spreading process is lower and the variability is
larger, in line with the findings in [48] and with what we noted before regarding cross-sectional variability.
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**Figure 7.** Distributions of predictabilities (1-permutation entropies) (left panel) and COV (right panel) for each disease across cities. We compute the permutation entropy of the time series of each disease in each city with at least 10 years of annual incidence data (to ensure a more robust/data-rich measure of permutation entropy). The chlamydia, gonorrhea and syphilis time series data span from 1996, 1995 and 1984, respectively, until 2011. We used the ‘statcomp’ package in R, and a sliding window size of 4 (we also tried window sizes of 3 and 5 and the results were similar).

4 Discussion

The empirical evidence present us with an image in which the statistical patterns of STD incidence in cities are systematically shaped by the intrinsic and contextual factors that determine the spreading capacity of the pathogen. Specifically, the three more salient features of the scaling patterns, namely the scaling exponent, the baseline prevalence and the cross-sectional variance of the incidence, vary in a predictably way with the inherent infectiousness of the disease and the socioeconomic properties of the cities in which they spread. Diseases that spread more easily are associated with lower scaling exponent, higher prevalence and lower variance.

Going beyond the statistical ascertainment and description of these interesting empirical relationships, we offered two mechanistic models that provided compelling explanations for these patterns and their underlying drivers. In the first approach, we used a simple model of infectious disease spread (SIS model) that incorporated in its mathematical formulation the empirical observation that contact rates increase with population size. This model, in its deterministic and stochastic versions, helped us confirmed that, indeed, the scaling patterns of diseases with higher transmission rates have lower scaling exponent, higher prevalence and lower variance. Additionally, this model also captured the non-linear (in the log-log scale) decay of the incidence with population size for cities in the lower end of the population size spectrum. This behavior is not easily obtained with traditinal scaling models, but it emerged remarkably naturally from this simple model.

In the second approach, we used a new scaling theory that was built from first principles and effectively coupled ideas from economic complexity and cultural evolution. Through the
prism of this theory we were able to provide coherent and intuitive explanations of these empirical observations. Specifically, the structure of the theory’s main mathematical relationship revealed a very insightful conceptual dissection of the scales at which the different facets of the “complexity” of a phenomenon operate. The theory suggested that the net complexity of a phenomenon results from the multiplicative effects of the inherent complexity of phenomenon, the level of engagement of the individuals involved, and the conduciveness of the surrounding environment for the phenomenon to occur. Translated to the context of infectious diseases, these three aspects can be intuitively interpreted as the intrinsic infectiousness of the disease, the susceptibility of individuals and the suitability for disease spread of the underlying social fabric, respectively. These factors act at different levels (i.e., intra individual, inter individual and community levels), but are interrelated. The first factor is tied in to the biology of the pathogen and the host, with the risk of infection per sexual act varying also with the mode of transmission. The second term relates to individuals’ risk behaviour (e.g., condom use, number of sexual partners) and perceived risk, which could be in turn affected by educational level, and access to medical and counselling services, as well as the symptomatology of the disease. Lastly, the third term refers to aspects such as the sexual network in which individuals are embedded and the prevalence of the disease in the community, which is in turn governed by social and cultural norms and the socio-economic landscape of the community.

Inspired by this conceptual framework and the recent work in [48], we showed that the intrinsic complexity of a disease not only determines the cross-sectional variability of disease incidence, but also its temporal predictability.

The connectivity of sexual networks [34], in combination with their size, can influence the transmissibility of infectious diseases [30,38,41,42,53]. Arguably, the structure and size of high-risk sexual networks are affected by the size of the cities in which they exist. For example, larger cities can foster either larger, or more numerous, high-risk sexual networks. In other words, the higher rates of STD prevalence in large cities could be explained, at least in part, by a disproportionate presence of high-risk groups in those populations. Therefore, one interesting avenue to improve the contagion model used here is to relax the homogenous mixing assumption and instead assume that individuals are embedded in a network of (sexual) interactions. In this setting, it would be interesting to explore how the network structure (e.g., degree distribution) affects the scaling patterns. In fact, based on the findings of these paper, we hypothesize that populations featuring network topologies that are less suitable for wide spread of infections (e.g., networks with low contact heterogeneity) will lead to scaling patterns of incidence characterized by high scaling exponents, low baseline prevalence and high cross-sectional variability. Additionally, the variability in the spreading process due to the network structure could help explain the amount of variance seen in the real world data that was not captured in the stochastic model. Within a network framework it would also be possible to investigate the effects of different modes of transmission (e.g., sexually transmitted or direct contant versus airborne) in the scaling patterns.

It is important to note that the structure of the networks will depend on the inherent transmissibility of the disease. For example, the network of contacts underlying the transmission of chlamydia (a largely asymptomatic disease) is likely to be larger and more homogenous than that of syphilis (a more symptomatic disease) in which spatial heterogeneities are larger [9,43]. Connecting this observation to the concept of complexity discussed above, it is helpful
to partition the net complexity into the three intuitive facets described before; however, it is important to recognize that these three facets of complexity are inexorably interrelated.

The two modeling approaches proposed herein to explain the scaling patterns of STDs in cities are based in different premises and assumptions. The contagion model is a dynamic non-linear formulation of a spreading process in time, whereas the scaling theory is based on probabilistic formulations based on first principles and does not explicitly incorporate time. However, there are a number of interesting parallels between the two approaches. For example, $R_0$ and net complexity are inversely related. We showed how both these metrics provide a convenient mathematical structure that lend itself to helpful conceptual descriptions of the drivers of these contagion processes.

These insights can be translated into policy recommendations. The scaling analysis indicated that STDs that transmit with less ease feature a larger superscaling effect. Therefore, resources and efforts to contain the spread of less prevalent diseases should focus on larger cities. Interestingly, a disease containment effort that distributes resources uniformly across all populations, instead of focusing on larger cities, may result in lower overall disease prevalence, but simultaneously lead to a scenario in which larger cities are even more disproportionately affected by the disease than before the containment effort came into effect. Another critical insight from these investigations was that a favourable socio-economic landscape has an effect in the scaling patterns akin to the one that the intrinsic infectivity of a disease has. Therefore, if the scaling patterns of a given infectious disease in two sets of cities (e.g., cities within two geographic regions of the USA, or cities within two countries) differ substantially, we can at least hypothesize that the cities in which the scaling pattern had a lower exponent and higher prevalence have, on average, a more conducive environment for the spread of the disease. This type of information may be useful to a policy maker that is, for instance, trying to determine how to effectively deploy limited resources into two or more countries to contain the spread of a particular infectious disease.
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